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I. Background

Global Internet traffic is increasing by 29% per year
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e More and more ISPs are embracmg and building
their own CDNs, namelfpRoperated CDN$ICDN$
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I. Background

e ICDNhelps ISP to

— mitigate the pressure of traffic increasing
— Improve user experience
— monetizeonline content

 The advantage aCDN compared with
traditional CDN provider such as Akamal

— ICDNprovider (or ISPhherentlyhas the detailed
knowledge of network information, such as
topology and link utilization
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Two kinds of traditional iCDN topology

Geo-distributed
Content
Repositories

Geo-distributed
Content
Repositories
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Replica Server Edge Replica Server

(a) Flat (b) Hierarchical
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« Staticcontent routing- each edge server canNLYconnect to one upstream
regional server at a time
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Deficiency of Traditional I-CDN: An Example Analysis (1)

* A typicalsite-level topology lpackbone networkof
nation-scale ISPs @hina
— Hierarchical
— Multi-homing connectivity

S () [ ] Core Node
O O () Normal Node
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Deficiency of Traditional I-CDN: An Example Analysis (2)

* In the physical network, normal node (router) Rilti-homingconnects to core
node (router) R2 and R3.
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Deficiency of Traditional I-CDN: An Example Analysis (2)

« Edge content server S1, Regional content server S2 and S3 are deployed
« Content repository A and B is-tmcated with S2 and S3 respectively

—Content
Repository B

Content
Repository A
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Deficiency of Traditional I-CDN: An Example Analysis (2)

Because oftatic content routimg in traditional CDN, S1 is assumed to only connect
with S2

Adetour path is required when S1 retrieves contents from Content Repodgory

Adopted routing path

(g
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—Content
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Deficiency of Traditional I-CDN: An Example Analysis (2)

* However, an optimized routing path exists!
* A moreflexible content routingscheme is required since traditional static content
routing can not fully exploit the underlay network infrastructure

Content
Repository A
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How does It Work in the Emerging Information-Centric Networks

Shift of Internet Communication Mod&bm Hostcentricto Information-centric

Current Internet ICN

Evolution »

* In ICNgshortestpath content retrieval can be easily achieved
sincenamebasedrouting (NBR)s operated in the network
layerwhere content router has the detail information of
physical network, such as network topology and link state.
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How does It Work in the Emerging Information-Centric Networks

Shift of Internet Communication Mod&bm Hostcentricto Information-centric

Current Internet ICN

Evolution » E

* In ICNgshortestpath content retrieval can be easily achieved
sincenamebasedrouting (NBR)s operated irthe network
layerwhere content router has the detail information of
physical network, such as network topology and link state.

 May we borrow the idea of NBR to address the problem of

Inefficient (detouring) content retrieval in current CON
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R-iCDN Architecture Overview

 RICDN a flexible content routing mechanism of CDN

— complywith a hierarchicakopology, to avoicexcessive cache hops

— each edge server @lowed tomulti-homing connectvith two or
more regionakervers to avoid a detour path

— acentralizedcontentrouting engineis neededto decidewhichserver
should be forwarded to

P H cee
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I Registration
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Content Repositories = = = Server
7 State
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\ . Content
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Server
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Network
Underlay Network - - = : Information
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link state, etc.)
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Centralized Content Routing Engine

: Content Prefix Association

Content Routing Engine

Main task

Replica Server “

— —
. _ | Content Directory CP Registration
Centralized Routing | :
Algorithm R eeesenseataatantanuanunnsansnrensansnnnnsnnssensesennunsd
e —
L Overlay ) Topology
Topology DB Aggregation
Routing - —
Distribution : outer-leve
: Topology
: Overlay Topology Setup :
\/

— to generate and populate content routing entritar eachreplica server in a centralized
manner, throughcollectingboth contentlevel and networlevelinformation
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Centralized Content Routing Engine

Content Routing Engine
Content Prefix Association
— —
. . I“F | Content Directory CP Registration
Centralized Routing
Algorithm
——— —
. Overlay ) Topology
Topology DB Aggregation
Routing R level
Distribution outer-leve
Topology
Overlay Topology Setup

Replica Server JJ
* Main task

— to generate and populate content routing entritar eachreplica server in a centralized
manner, throughcollectingboth contentlevel and networlevelinformation

 Three components
— Overlay Topology Setup, Content Prefix Association, Centralized Routing Algorithm
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Overlay Topology Setup

 What is overlay topology of-iEDN
— The topologybetween replicaservers and contermepositories
— The overlay topology shoufdlly exploit the underlay network

infrastructure
e Steps
— Get the sitelevel topology of =<
underlaynetwork ! 10
15
15
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Overlay Topology Setup

 What is overlay topology of-iEDN

— The topologybetween replicaservers and contemntepositories

— The overlay topology cdnlly exploit the underlay network
Infrastructure

e Steps
— Get the sitelevel topology of

underlaynetwork ! 10
— map all replica servers into the 10 %

site-level topology
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Overlay Topology Setup

 What is overlay topology of-iEDN
— The topologybetween replicaservers and contemntepositories

— The overlay topology cdnlly exploit the underlay network
Infrastructure

e Steps
— Get the sitelevel topology of
underlaynetwork

— map all replica servers into the
site-leveltopology

— Replace a node in the sitevel
topology with a cdocated replica
server




Overlay Topology Setup

 What is overlay topology of-iEDN

— The topologybetween replicaservers and contemntepositories
— The overlay topology cdnlly exploit the underlay network

Infrastructure

e Steps

Get the sitelevel topology of
underlaynetwork

map all replica servers into the
site-leveltopology

Replace a node in the sitevel
topology with a cdocated replica
server

Delete the Nodes without co
located any replica servers
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Overlay Topology Setup

 What is overlay topology of-iEDN
— The topologybetween replicaservers and contemntepositories

— The overlay topology cdnlly exploit the underlay network
Infrastructure

e Steps
— Get the sitelevel topology of
underlaynetwork

— map all replica servers into the
site-leveltopology

— Replace a node in the sitevel
topology with a cdocated replica 15
server

— Delete the Nodes without co
located any replica servers

— Attach a content repository with a
co-located regional server

15
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Content Prefix Association

« Content Prefix Association is to descrivgsat isavailable
at particularreplica servers ithe graph

o only thesereplica servers (R8hich are cdocated with
content repositoriewill be associated withURL prefixes

tv.youku.com
photo.sina.com
X o

tv.youku.com
movie.youku.com
pps.tv/music

X o

RS 1 RS 2
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Centralized Routing Algorithm

 Why is centralized routinglgorithm chosen?

— simplifythe design of routing protocdince no additiongbrotocol
messages among replisarvers are needed

— Be easily integrated with curre@DNnfrastructure inwhich the
control center, namelynapping systemis also a centralizeahe
 Combining the overlay topology with the associatedtent
prefixes,Dijkstraalgorithm is used to generate thentent
routingtable for each server

Content Routing Table of RS1 Content Routing Table of RS2

tv.youku.com IP_add(RS 3) tv.youku.com IP_add(RS 5)
photo.sina.com IP_add(RS 3) photo.sina.com IP_add(RS 5)
tv.youku.com IP_add(RS 4) tv.youku.com IP_add(RS 4)
movie.youku.com IP_add(RS 4) movie.youku.com IP_add(RS 4)
pps.tv/music IP_add(RS 4) pps.tv/music IP_add(RS 4)
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Experimental Setup

« Bvaluated based oareal nation-scalesite-level network
topology, thebackbone of China Mobilaternet (CMNET
— 31 nodes including8 core nodes and 24 normabdes
— each normal nodenulti-homing connects two or more coredes

e AJavabased simulationvironment
— 5000 contents evenly distributed in 8 content repositories
— 50000 user requests
— Zipfpopularity distribution (& 1)
— LRU for content replacement
« Compare the performance ofiRDNwith two traditional
ICDNarchitectures, namelfiat-CDNand hierarchicalCDN
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 RICDNoutperformsthe other two schemes in all experimental

cases

 RICDNreduces thdraffic volume by more tha%on average
comparedto hierarchicalCDN

 RICDNoutperforms flatCDN by upo 9.8%when total cache
budget is 90% angkgional/edge sizeatio i1s 10 : 1
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Average Request Access Latency (ms)

@
I

Performance Comparison of Average Request Access Latency
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e RICDNalsooutperformsthe other two schemes in all

experimentalcases.

 RICDNslightly reduces the request latency compared to
hierarchicalCDN (aboub%when regional/edgesize ratio idl.:

1)

 RICDNoutperforms flatCDN by upo 30%when total cache
budget is110% andregional/edge sizeatio is 10 : 1
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Conclusion

* Borrow the idea of nameébased routing in ICand
designa novel IS®perated CDN architecture

e Acentralized content routing mechanisis
proposed toaddress the issue of topology setup and
optimization of CDN overlay network throughilly
exploitingthe underlaynetwork infrastructure

* A thorough performance evaluation is conducted
based omreal nationscale ISP topologthe
backbonenetwork of ChinaMobile (the largest
mobile network operator in the world)
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- The End -

Thank You !
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